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Humanistic, Pluralistic, and Coevolutionary AI Safety and Alignment
My research confronts the core sociotechnical challenge in AI alignment: building AI systems that align
with human morality, values, and needs, even as humanity continues to grapple with their complexity,
contradictions, and evolution. As of 2025, AI has achieved unprecedented global reach, powering everyday
and safety-critical applications for billions of people across 110+ countries [1], making alignment a central
scientific and societal imperative. My research establishes the foundations for translating the abstract ideals
of safety and alignment into practical, scalable technical solutions. I reimagine how alignment is modeled
and evaluated throughout the AI lifecycle, guided by a vision of a future where humans and AI co-exist and
co-evolve in a human empowering way. My research made key contributions across three areas:

§1: Building the Foundation of Alignment: Modeling Human Morality and Pluralistic Values

My work pioneers research on computational morality (e.g., Delphi published in Nature Machine Intelligence
[2] and its follow-ups [3–8]), and establishes the groundwork for cultural and pluralistic alignment [9–13] in
large language models (LLMs) through cross-disciplinary collaboration spanning AI, philosophy, and cogni-
tive science. I develop models, algorithms, and evaluation frameworks that translate philosophical notions of
morality and human values into empirical and learnable objectives for AI, and show their downstream ben-
efits. These efforts inspired extensive follow-up research, public engagement (4M+ visits with the Delphi
demo), and broad media coverage1, catalyzed new funding initiatives2, spurred workshop development3,
and received conference recognition such as an Oral at AAAI 2024 [9] and a Spotlight at ICLR 2025 [7].

§2: Putting Value Alignment into Practice: Developing Holistically Safe Language Models

My research advances state-of-the-art safeguards for LLMs and their applications, ensuring real-world value
alignment by making safety the guiding principle of every human interaction. I build integrated red-teaming
and defense frameworks across single-turn [14], multi-turn [15], and agentic interactions [16], and robust
moderation tools spanning English [17, 18] and 17 lower-resource languages [19]. I also develop inherently
steerable LLMs with system-level controls [20–22], ensuring security and adaptability amid evolving risks
and alignment goals. My work anchors safety desiderata in long-term AI influence [23–26]. These innovations
earned the NeurIPS 2025 Best Paper Award [23] and an ICML 2025 Oral [25], were adopted in leading models
(e.g., OLMo 3 [27], Tulu 3 [28], Skywork-Reward [29]), and led WildGuard [17] to surpass 230K downloads.

§3: Shaping Future-Oriented Alignment: Coevolving and Synergizing Human and Artificial Intelligence

To date, AI alignment has been largely one-way, translating human insights into computational terms (Human
⇒ AI) [30–32]. My work moves beyond the unidirectional paradigm toward a future of synergistic coevo-
lution between humans and AI. In this framework, AI augments human capability and enriches human
understanding (Human ⇐ AI) [33–40]; advances self-improvement through algorithmic and data innova-
tions that enable AI-to-AI evolution (AI ⇔ AI) [41–47]; and ultimately completes the feedback loop in which
humans and AIs mutually enhance one another (Human ⇔ AI) [48–50]. My work towards this vision has
earned media recognition4 and academic awards, including the Outstanding Paper Award at the AIA Work-
shop at COLM 2025 [41], Best Paper Award at CHI 2024 [33], and Outstanding Paper Award at EMNLP 2023
[43], along with several Oral and Spotlight recognitions at premier AI, ML, and NLP conferences.
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Figure 1: Research Overview: Bridging Foundations, Practices, and Future-Oriented AI Alignment.
1Representative coverage: The New York Times, The New Yorker, Vox, IEEE Spectrum, Nature Outlook, Wired, and TechXplore.
2DARPA’s In the Moment (ITM) program.
3AI Meets Moral Philosophy and Moral Psychology (MP2) Workshop, NeurIPS 2023; Pluralistic Alignment Workshop, NeurIPS 2024.
4Representative coverage: World Economic Forum and ScienceNews.

https://www.nytimes.com/2021/11/19/technology/can-a-machine-learn-morality.html
https://www.newyorker.com/science/annals-of-artificial-intelligence/how-moral-can-ai-really-be
https://web.archive.org/web/20221229172748/https://www.vox.com/future-perfect/2021/10/27/22747333/artificial-intelligence-ethics-delphi-ai
https://spectrum.ieee.org/ai-ethics-machines-learn-good
https://www.nature.com/articles/d41586-023-03258-1
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https://techxplore.com/news/2025-01-delphi-equip-ai-agent-moral.html
https://www.darpa.mil/research/programs/in-the-moment
https://aipsychphil.github.io
https://pluralistic-alignment.github.io
https://www.weforum.org/stories/2019/05/a-i-quizbot-beats-flashcard-apps-for-learning/
https://www.sciencenews.org/article/ai-understanding-reasoning-skill-assess
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1 Building the Foundation of Alignment — Modeling Human Morality and Pluralistic Values
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Figure 2: The theoretical framework of Delphi builds on
John Rawls’ moral theory on reflective equilibrium, which
integrates bottom-up and top-down reasoning. (b) The cor-
responding computational framework combines a neural
LM that captures common moral patterns with symbolic
reasoning that constrains pervasive errors.

My work was among the first to advance computa-
tional modeling and systematic evaluation of shared
morality and pluralistic human values, translating
philosophical and cognitive foundations into practice.

Modeling Commonly Shared Human Morality. I
developed Delphi, the first large-scale, language-
model–based system designed to model human
moral judgment (Figure 2). Its computational frame-
work is grounded in John Rawls’s moral theory
of reflective equilibrium, integrating bottom-up (de-
scriptive) and top-down (prescriptive) moral reason-
ing. As a computational instantiation of Rawls’s
bottom-up module, Delphi learns from the Common-
sense Norm Bank, a corpus of 1.7M crowd-sourced
moral judgments, achieving 92.8% accuracy, substan-
tially surpassing GPT-3 (60.2%) and GPT-4 (79.5%).
Its neurosymbolic extension, DelphiHybrid, fuses neu-
ral inference with symbolic moral principles to en-
able collective reasoning under a MAX-SAT formula-
tion. Completing the top-down component of Rawls’s
framework, DelphiHybrid yields a 3.7% improvement
in morally charged adversarial scenarios while enhancing interpretability and controllability. Overall, Delphi
provides an empirical basis for examining the promises and limits of machine moral reasoning. This work
was published in Nature Machine Intelligence, a leading journal for computational research.

Delphi has sparked extensive follow-up research in computational morality across the AI community. Build-
ing on Delphi, my own later works extend its impact by aligning agents with human norms in interactive
games [6] and uncovering safety issues in dialogue systems [5]. I further investigate contextual and defeasible
moral reasoning across language [3, 4] and vision-language modalities (Oral at EMNLP 2023) [8], and quan-
tify how LLMs navigate moral dilemmas (Spotlight at ICLR 2025) [7]. Delphi has achieved broad and lasting
influence, garnering major media coverage, such as The New York Times, The New Yorker, IEEE Spectrum,
Nature Outlook, Wired, and TechXplore, catalyzing the launch of DARPA’s In the Moment (ITM) program,
and inspiring the AI Meets Moral Philosophy and Moral Psychology (MP2) Workshop at NeurIPS 2023.
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Figure 3: Human value, right, and
duty items generated by Kaleido.

Modeling Pluralistic Human Values and Cultures. As AI systems ex-
pand globally, it is vital to build pluralistically aligned AI that moves be-
yond shared morality. To capture value pluralism, the view that multiple
and sometimes conflicting values may all be valid, my colleagues and
I developed Kaleido, a model that generates, explains, and evaluates the
relevance and valence of pluralistic human values, rights, and duties (Fig-
ure 3; Oral at AAAI 2024) [9]. Kaleido produces value sets preferred over
GPT-4’s (58.3 vs. 50.0) for accuracy and coverage, revealing the variabil-
ity underlying moral decision-making. By introducing value pluralism
to the AI community, Kaleido catalyzed our position paper, A Roadmap
to Pluralistic Alignment [10], now recognized as the seminal work in this
field. Pluralistic alignment has since become a major research direction:
the paper was ranked the No. 22 most influential 2024 arXiv AI paper by
PaperDigest, featured in the ACL 2025 Keynote Talk, and inspired the NeurIPS 2024 Pluralistic Alignment
Workshop. Beyond broad human values, my work quantifies culturally salient linguistic markers [13], builds
a diverse multicultural benchmark via human–AI collaboration [48], and explores individualistic values [12].

2 Putting Value Alignment into Practice — Developing Holistically Safe Language Models
Over a billion people now rely on LLMs daily, yet alignment methods provide no safety guarantees. Failures
persist, from offensive outputs to costly financial errors. We still lack practical AI safety measures that protect
users today while preventing long-term risks. My research puts value alignment into practice by developing
state-of-the-art, holistic safeguards for LLMs and their applications to strengthen model safety and security.
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Advancing the State-of-the-Art in LLM Safeguards: Red- and Blue-Teaming Hand-in-Hand. Frontier LLMs
remain vulnerable to unsafe queries and adversarial attacks, raising concerns among researchers and policy-
makers. My research develops integrated red-teaming (attack) and blue-teaming (defense) frameworks that
surface weaknesses at scale and strengthen adversarial robustness across single-turn (WildTeaming) [14], multi-
turn (X-Teaming) [15], and agentic interactions (HAICosystem) [16]. Because effective red-teaming requires dis-
covering genuinely new failures rather than recycling familiar loopholes, WildTeaming and X-Teaming uncover
460% and 153% more diverse vulnerabilities than prior approaches while preserving high attack success. Their
scalability enables state-of-the-art, large-scale safety-training data, driving production-level adoption in lead-
ing LLMs including OLMo 3 [27], Tulu 3 [28], and the top-performing reward model Skywork-Reward [29].
These resources also underpin our safety moderation tools in English (WildGuard) [17] and 17 lower-resource
languages (PolyGuard) [17], with WildGuard surpassing 230K downloads.

Enabling the System-Level Control of LLMs with Secure and Steerable Instruction Hierarchy. As LLMs
take on high-stakes roles, secure deployment requires system-level control that remains reliable even when
users violate system intent. I developed HieraSuite, a framework spanning datasets, training methods, and
evaluations that embeds instruction hierarchy into LLMs by prioritizing system directives over user inputs
[20]. HieraSuite improves overrides of conflicting inputs by up to 306% and raises hierarchy compliance
by 66.9% while preserving general capabilities. My colleagues and I also introduced PluralisticBehaviorSuite,
which reveals LLMs’ systematic failures to follow pluralistic system constraints in multi-turn interactions [21].
Together, they advance secure, steerable, and pluralistically aligned system-level control of LLMs.

Grounding Safety Design in Social Desiderata and Long-Term AI Impacts. AI safety must keep pace with
evolving user expectations while staying grounded in real-world contexts and long-term societal impacts. To
this end, my colleagues and I create a demographic surveying framework that captures lay users’ expectations
of AI harms and benefits (ParticipAI) [24] and design models that embed safety moderation within adaptive
world models of risk and benefit (SafetyAnalyst) [18]. In parallel, my work investigates emerging sociotechnical
risks posed by advanced AI systems, developing design principles for political neutrality in AI that preserve
democratic discourse (Oral at ICML 2025) [25] and identifying pathways to mitigate the “artificial hivemind”
effect, where different models converge toward shared output patterns that risk encouraging AI over-reliance
and diminishing human creativity (Best Paper Award at NeurIPS 2025, Datasets & Benchmarks Track) [23].

3 Shaping Future-Oriented Alignment
— Coevolving and Synergizing Human and Artificial Intelligence
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Figure 4: (a) Self-RedTeam framework, where an
LLM plays a zero-sum red-teaming game. (b) t-SNE
plot of embeddings shows that Attacker-Only at-
tacks are repetitive; Self-Play attacks are diverse.

Alignment must evolve with a changing world and acceler-
ating AI capabilities. I investigate paradigms that move be-
yond one-way Human ⇒ AI alignment to include all coevo-
lutionary interaction modes including Human ⇐ AI, AI ⇔
AI, and Human ⇔ AI, unlocking new capabilities, scalable
oversight, and richer real-world applications.

AI ⇔ AI: Self-Improving through AI-to-AI Coevolution.
As AIs surpass human capabilities, pushing the frontier will
require autonomous paradigms where AI supervises AI. My
research advances this direction by designing multi-agent RL
algorithms that produce stronger, more reliable models and
by synthesizing high-quality data that unlock new capabil-
ities. I introduced Self-Redteam (Figure 4), an online multi-
agent self-play RL algorithm in which a single model alter-
nates between attacker and defender roles, shifting safety
alignment from reactive patching to proactive coevolution
(Outstanding Paper Award at AIA Workshop @ COLM
2025) [41]. Grounded in a two-player zero-sum game formu-
lation, Self-Redteam discovers substantially more diverse at-
tacks (+17.80% SBERT) and improves the safety of Llama- and
Qwen-family LLMs by up to 95% across 12 benchmarks. In
parallel, I develop data-synthesis methods that unlock new
LLM abilities [3, 9, 42–47], such as socially grounded dia-
logues (Outstanding Paper Award at EMNLP 2023) [43].
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Human ⇔ AI: Realizing Mutual Reinforcement between Humans and AI. Unlocking AI’s full promise for
humanity requires building human–AI systems that reinforce each other’s strengths. To advance this vision, I
developed CulturalTeaming [48], an AI-assisted red-teaming system that enables annotators to generate more
creative and challenging multicultural evaluation data, producing 15.7% more hard questions that break fron-
tier LLMs and reporting higher creativity (4.19 vs. 3.58). In parallel, I study how AI can strengthen human
judgment in high-stakes factual reasoning [49]; using AI debate on contentious COVID-19 and climate-change
claims, we find that debate boosts human accuracy by 4–10 percent across mainstream and skeptical judges.
Together, these findings show how humans and AI can mutually reinforce each other to drive more creative
evaluation, more reliable judgment, and more robust oversight for AI.

Human ⇐ AI: Augmenting Human Capabilities and Deepening Human Understanding. I believe AI
should ultimately advance human well-being. To support human capability augmentation, I built educa-
tional chatbots that promote factual learning [35], assist second-language learners [34], and developed health-
tracking tools that help migraine patients monitor symptom triggers for improved self-management (Best
Paper Award at CHI 2024) [33]. In parallel, I investigate how human and model abilities compare across core
reasoning skills, including compositional reasoning (Spotlight at NeurIPS 2023) [38], inductive reasoning
(Oral at ICLR 2024) [37], and the persistent gap between discriminative and generative capabilities [36].

4 Future Directions

My research will advance the scientific and engineering foundations of human–AI coevolution. I aim to
build an ecosystem that turns continuous coevolution into measurable progress; develop methods that enable
humans and AI to achieve what neither can accomplish alone in domains requiring collective intelligence and
open-ended discovery; and strengthen alignment through systems that learn from multisensory interactions
and adapt within multi-agent environments. Below are the key directions I plan to pursue.

Building End-to-End Computational Infrastructures for Human–AI Coevolution. I aim to systematically
define, formalize, and investigate real-world domains where humans and AI coevolve to unlock new fron-
tiers of capability. Existing human-centered systems remain ad hoc and domain specific, and coevolutionary
tasks still lack measurable success criteria. I propose a unified, end-to-end scientific platform, a Human–AI
Coevolution Arena that enables rigorous study of how humans and AI learn, adapt, and evolve together. Re-
alizing this vision requires a scalable, modular architecture that generalizes across diverse tasks, composed
of (i) human–AI interaction interfaces, (ii) adaptive learning mechanisms that integrate interactive, continual,
and reinforcement learning with real-time sensing of human behavior, and (iii) evaluation modules that track
the learning trajectories of both humans and AI over time. Ultimately, I aim to design AI systems that grow
with us. My prior work on human–AI systems [34, 35, 48], adaptive algorithms [15, 41], efficient data synthesis
[45, 46], and sociotechnical collaborations [2, 9, 24, 25] provides a strong foundation for this vision.

Enhancing and Applying AI for Discovery. The ability to discover, to generate new insights, theories, and
understanding, has long driven human progress. Discovery emerges from connecting knowledge with new
observations, yet remains constrained by humans’ cognitive limits. Modern AI systems, particularly LLMs,
encode humanity’s collective knowledge and can reason over vast contexts, but still lack the capacity for
independent discovery or the creation of new paradigms. My future research seeks to build AI that augments
human discovery through exploratory reasoning and hypothesis generation. Building on my prior work, I will
address mode collapse in model training [23] to balance exploration and exploitation [11], enable proactive
evidence seeking and hypothesis refinement [4], and strengthen inductive capabilities to uncover overlooked
patterns and amplify marginalized perspectives [37]. These directions will remain grounded in safety [14],
human values [2, 9], and oversight [49], culminating in dynamic evaluations for discovery [15].

Grounding Value Alignment in Networked and Physical World. Future AI systems will operate as multi-
agent ecosystems where humans and artificial agents collaborate and compete toward shared goals in the
physical world. I aim to build frameworks for cooperative and adversarial safety that define alignment at the
level of interacting agents rather than isolated models. Building on my work in agentic safety [16], multi-agent
reinforcement learning [41], and scalable oversight [49], together with insights from social choice theory and
moral cognition, I will design value-aware coordination mechanisms that prevent harmful emergent behaviors
such as collusion, over-optimization, and polarization, while enabling the emergence of cooperative multi-
agent capabilities. In parallel, I plan to develop embodied alignment frameworks that enable AI to learn
values from multimodal, lived human interactions that integrate language, perception, action, gesture, tone,
and spatial behavior. I look forward to collaborating with experts across these areas to advance this vision.
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* and † denote equal contribution.
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